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[1] We present a coupled Monte Carlo and multistream model simulating primary
ionization and secondary electron ionization, respectively, from energetic proton
precipitation in the Earth’s upper atmosphere. Good agreement is obtained with previous
model results. It is found that while secondary electrons make a negligible contribution to
ionization from low-energy (�10 keV) auroral proton precipitation, their importance
increases with increasing incident proton energy, confirming earlier findings. It becomes
significant or even comparable to primary ionization from protons and generated
hydrogen atoms in charge-changing collisions. Our calculations of the mean energy loss
per ion pair production show a nearly monotonic increase with incident proton energy,
ranging from about 22 eV to 33 eV when incident energy increases from 100 eV
to 1 MeV. To facilitate a fast calculation in large-scale computations, we develop a
parameterization for total (primary plus secondary) ionization from monoenergetic proton
precipitation. This is obtained by fitting to a large set of numerical results from the
coupled model. The quick method applies to a wide energy range of 100 eV to 1 MeV for
incident monoenergetic protons, and its validity has been extensively tested under a
variety of background atmospheric conditions. Our new parameterization can be used to
rapidly calculate the ionization altitude profile from precipitating protons with any
spectral distributions without any significant compromise in accuracy. By considering
branching ratios of ionized atmospheric species, the fast calculation method is thus useful
for self-consistently including proton impact effects in large community models.
Citation: Fang, X., D. Lummerzheim, and C. H. Jackman (2013), Proton impact ionization and a fast calculation method,
J. Geophys. Res. Space Physics, 118, 5369–5378, doi:10.1002/jgra.50484.

1. Introduction
[2] Although in statistics and from a global perspec-

tive, a majority of precipitating particle energies into the
Earth’s upper atmosphere are carried by electrons [Hardy
et al., 1989; Emery et al., 2008; Guo et al., 2011], ion
(specifically proton) precipitation can account for a signif-
icant fraction of the ionospheric conductance [Galand and
Richmond, 2001; Galand et al., 2001; Fang et al., 2007a].
This fraction increases significantly in the equatorward por-
tion of the duskside auroral oval [Hardy et al., 1989]. In
addition, studies show that proton precipitation can signifi-
cantly affect ion convection and thermospheric composition
and neutral winds [Galand et al., 2001; Fang et al., 2007b].
It is thus important to include the effects of precipitating pro-
tons, in addition to electrons, in understanding ionospheric
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and thermospheric properties and disturbances particularly
during space weather events.

[3] Since most of the incident proton energy is lost to the
upper atmosphere through ionizing processes [Basu et al.,
1987; Fang et al., 2004], understanding particle impact ion-
ization is a key component to assessing the role of proton
precipitation in the coupling between the magnetosphere and
the thermosphere/ionosphere. It is worth noting that the term
“ionization” here and throughout this paper refers to ion
production in ionizing collisions (including direct ionization
and charge exchange collisions) between primary/secondary
energetic particles and ambient neutrals. A number of mod-
els have been developed over decades to calculate the
variation of proton impact ionization along particle pene-
tration. These models can be generally grouped into three
categories: range calculation (in the continuous slowing-
down approximation) [e.g., Jackman et al., 1980; Rees,
1982], linear transport theoretical treatment [e.g., Jasperse
and Basu, 1982; Basu et al., 1987], and Monte Carlo method
[e.g., Kozelov, 1993; Fang et al., 2004]. As secondary elec-
trons are generated and undergo distinct different collisional
processes with ambient neutrals, a complete description of
proton impact geoeffectiveness requires the coupling with
electron transport calculations [e.g., Strickland et al., 1993;
Solomon, 2001]. For an extensive list of references on pro-
ton precipitation studies, see also the review by Basu et al.
[2001] and Fang et al. [2004]. Regardless of the degree
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of approximations and accuracy, a common problem with
these models is computational intensity and complexity,
making it practically infeasible to self-consistently add pro-
ton impact effects into large-scale calculations in modern
global models.

[4] Recent rapid development of high performance and
parallel computing has accelerated the trend of studying
near-Earth space as a system while allowing for various
physical processes on a global scale. However, modern
global models are still forced by limitations on computer
resources to parameterize as many processes as possible.
As the details of local collisional effects associated with
proton precipitation are reasonably understood, it is a nat-
ural need to have a fast and accurate parameterization for
proton impact effects to be included and examined in a
system context.

[5] Rees [1982] outlined a simple method to perform a
fast estimate of the ionization altitude profile from pre-
cipitating monoenergetic 200 eV to 60 keV protons. It is
based on simplistic range calculation and assumes a constant
mean energy loss per ion pair production of W = 36 eV.
As will be shown later, the mean energy loss actually is
energy dependent. Taking the Rees [1982] method as a start-
ing framework, Galand et al. [1999] improved the method
by using a 1-D multistream transport model and developed
a parameterization of ion and electron production rates for
incident Maxwellian proton distributions with a characteris-
tic energy between 1 and 20 keV. A Maxwellian distribution
is described by

�(E) =
Q0

2E3
0

Eexp
�

–
E
E0

�
, (1)

where � is the differential hemispherical number flux of
incident protons (keV–1 cm–2 s–1), Q0 is the total incident
energy flux (keV cm–2 s–1), and E0 is the characteristic
energy in keV. The average energy is hEi = 2E0. It should
be pointed out that the complexity of the problem makes
deriving parameterization of ionization rates for individ-
ual atmospheric species a challenging task. The common
approach in these parameterizations is to derive the total
ionization rate and then break it down by applying cross
section-based branching ratios [see Galand et al., 1999].

[6] There are several limitations of the Galand et al.
[1999] parameterization in its application. First, the deriva-
tion of the parameterization itself does not include the
ionization from secondary electrons, which is important
when incident proton energies are high. It was suggested
that this secondary ionization could be estimated using
a separate study of Lilensten and Galand [1998], which
approximated the secondary ionization addition with an
altitude-independent fraction of 0.006�E0. Note that the
Lilensten and Galand [1998] approximation is a very rough
estimate based on a limited number of energy cases, having
a significant deviation even from their own model results at
E0 = 1 keV. Second, the Galand et al. [1999] parameteri-
zation is applicable to only auroral protons in a Maxwellian
distribution. While the Maxwellian spectral approximation
sometimes proves convenient [e.g., Sharber, 1981], it might
also introduce significant errors in describing precipita-
tion conditions and thus the concomitant geoeffectiveness.
For instance, the high-energy tail in particle distributions
[e.g., Lyons and Evans, 1984] cannot be represented by the

Maxwellian approximation, and significant errors may arise
[Fang et al., 2010; Lanchester et al., 2011].

[7] A general solution to complex precipitation conditions
is to develop a parameterization for calculating monoener-
getic proton impact ionization. Any incident spectrum can be
divided into a number of energy bins that are sufficiently fine
so that particles within them can be regarded to have a single
energy value. By this means, the monoenergetic parameteri-
zation can be applied and the final result can be obtained by
integrating the ionization over the bins. This is the strategy
we will take in this study. The paper is organized as follows.
In section 2, we couple a Monte Carlo proton/hydrogen
transport model with a multistream electron transport model
to include secondary electron effects in ionization calcula-
tions. In section 3, a new parameterization is derived based
on the total ionization results from the sophisticated coupled
model, and its validity is systematically examined. The paper
concludes in section 4.

2. Coupled Monte Carlo and Multistream Model
2.1. Model Description

[8] The 3-D Monte Carlo model of Fang et al. [2004,
2005, 2007a, 2007b] is used to calculate primary ioniza-
tion from precipitating protons. The detail of the model has
been documented by Fang et al. [2004] and is not repeated.
Rather, we provide brief model descriptions here. By mon-
itoring the random walk of millions of test protons starting
from 950 km altitude as well as atomic hydrogens generated
through charge exchange collisions, we simulate the inelas-
tic collisions (ionization, charge exchange/electron strip-
ping, and excitation) and elastic collisions between energetic
projectiles (H+/H) and neutral atmospheric targets (O, N2,
and O2). A forward scattering approximation is applied to
inelastic collisions following McNeal and Birely [1973], and
angular scattering is allowed for elastic collisions follow-
ing Kallio and Barabash [2001]. Along the path of particles,
protons and hydrogens are coupled with their charge state
shifting back and forth due to charge exchange (for H+)
and electron stripping (for H) collisions. The primary ion-
ization rate is obtained by counting the production rate of
new ions of the atmospheric origin in all these processes.
By this means, the ionization rate result is naturally obtained
in the model. There is no need (and it is not accurate) to
use an approximate mean energy loss to divide the energy
deposition rate, as done by Rees [1982]. We calculate the
production of secondary electrons as a function of altitude,
energy, and angle, following Solomon [2001].

[9] In our Monte Carlo modeling of proton/hydrogen
transport, the differential cross sections for inelastic and
elastic collisions are from Basu et al. [1987] and Kallio
and Barabash [2001], respectively. However, these cross
sections are partly incomplete, particularly at the high-
energy end around 1 MeV. Specifically, there is no energy
coverage above 300 keV for charge exchange collisions and
hydrogen atom-induced ionization collisions (except those
between H and O). A linear extrapolation on a log-log scale
has been performed to fill in the gaps of the cross sections.
Although uncertainties exist in model results due to insuf-
ficient cross-section data availability, the overall agreement
among existing proton/hydrogen transport models (even
though different methodologies were used) is reasonably
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good [e.g., Decker et al., 1996; Solomon, 2001]. The agree-
ment between theoretical results and observational data [e.g.,
Basu et al., 1987] indicates that the physical picture of
the collisional processes during energetic proton precipi-
tation is basically correct, while quantitative accuracy is
limited mainly by cross-section data. A quantitative evalua-
tion of how uncertainties propagate from cross-section data
to model outputs, which requires not only a compilation
of lab measurements but also extensive numerical experi-
ments, is beyond the scope of this study. Rather, the focus
of this work is on consistent integration of relevant models
for a complete picture of proton impact effects and on the
development of a fast calculation method suitable for large-
scale computations.

[10] It should be pointed out that the transverse proton-
hydrogen beam spreading effect, which is due to charge-
changing collisions [e.g., Jasperse and Basu, 1982; Kozelov,
1993; Fang et al., 2004, 2005, 2007a, 2007b], is not included
in this study. Although such an effect may be significant
particularly along the edge of proton arcs, we neglect it
as a first-order approximation. The inclusion of the beam
spreading effect would greatly increase the complexity of
the problem but add only a second-order correction. With-
out taking this effect into account, the results presented in
this paper are valid when the incident proton arc at the top is
large and quasi-uniform in terms of the energy distribution
[cf. Fang et al., 2005]. Note that the old parameterizations
of Rees [1982] and Galand et al. [1999], as well as the mod-
els on which these parameterizations were based, omitted
the beam spreading effect due to their 1-D nature. Although
a correction factor has been introduced by 1-D models [e.g.,
Jasperse and Basu, 1982] to approximate the attenuation at
beam centers, Fang et al. [2005] found that the altitude-
independent characteristic and the neglect of the difference
of spreading between particle fluxes and ionization rates
made the simplistic correction not much helpful. Taking the
complex beam spreading into account in parameterization
will be the goal of a future study.

[11] The Monte Carlo model-calculated secondary elec-
trons provide a source term to the multistream model of
Lummerzheim et al. [1989] and Lummerzheim and Lilensten
[1994] for further ionization calculation. The differential
electron flux distribution is calculated by solving steady
state Boltzmann transport equations with collisional pro-
cesses (and associated energy loss and angular scattering)
considered. The ionization rate then can be calculated by
integrating the product of the flux, neutral densities, and rel-
evant cross sections with respect to energy and pitch angle.
Note that although the full spectrum of secondary electron
production is available from the Monte Carlo model, we sim-
plify the problem by assuming an isotropic approximation
before applying it to the multistream model. This is a rea-
sonable assumption without compromising the accuracy of
the model, given the fact that subsequent scattering quickly
removes any anisotropy in the initial angular distribution
[Basu et al., 1993; Solomon, 2001]. Lummerzheim et al.,
[1989] made experiments with nonisotropic secondaries and
found no significant changes in their results.

2.2. Model Results
[12] By combining the Monte Carlo proton/hydrogen

model and the multistream electron model, we obtain a

complete picture of the interaction of incident protons (and
generated hydrogen atoms and secondary electrons) with the
Earth’s upper atmosphere and the resulting ionization. All
the results shown in this study are for an incident energy flux
of 1 erg cm–2 s–1 (or 6.24�108 keV cm–2 s–1), regardless of
energy spectra. The background magnetic field is assumed
to be vertical to the ground. The effect of the dip angle
of the magnetic field line, which is relatively insignificant,
can be estimated using the results from Fang et al. [2005].
The atmosphere is specified using the Mass Spectrometer
Incoherent Scatter (MSIS-90) model [Hedin, 1991]. Unless
otherwise noted, the MSIS-90 atmosphere is specified for
70ı latitude at midnight in spring.

[13] An example result from the coupled Monte
Carlo and multistream model (henceforth “MCMS”) is
shown in Figure 1. There is a very good agree-
ment between our MCMS results and Solomon [2001]
(in which a coupled 1-D Monte Carlo and two-stream
model was used), for both primary ionization and sec-
ondary electron ionization. The comparison with the
Galand et al. [1999] parameterization on primary ion-
ization (magenta curves versus square symbols and blue
dashed curves), however, shows a significant discrepancy:
more than 25% in the peak values. Such a difference
may be in part attributed to the error of the old parame-
terization in fitting to their transport model results, which
can be as high as �20% [Galand et al., 1999]. The remain-
ing discrepancy may be due to the differences in model
treatments and cross-section selections [cf., Decker et al.,
1996]. Despite the overall agreement, Solomon [2001] found
that his Monte Carlo model produced less primary ioniza-
tion but more secondary ionization than prevailing linear
transport models due to different assumptions and approx-
imations in secondary electron production and energy allo-
cation. An important observation from Figure 1 is that the
ratio of secondary electron ionization to primary ionization
increases with increasing incident energy; that is, its impor-
tance changes from negligible at E0 = 4 keV to nearly
comparable at E0 = 100 keV. We will revisit this topic later
with more quantitative analyses.

[14] Another validation of the MCMS model is presented
in Figure 2, where we compare the total ionization rate with
that from range calculation for precipitating protons with
an energy of Emono = 1 MeV. Here we use the subscript
“mono” to indicate that incident protons are monoenergetic.
The range calculation technique simply scales laboratory
measurements to the atmosphere and assumes a continuous
energy loss along the particle penetration depth. The (total)
ionization rate is obtained by dividing the energy absorption
rate by an averaged energy loss of 35 eV [Jackman et al.,
1980]. Because angular redistribution (which however
becomes important at low energies [Kallio and Barabash,
2001; Fang et al., 2004]) is not considered in such a tech-
nique, range calculation is regarded more appropriate for
incident high-energy particles. Therefore, this simple tech-
nique is not invoked anymore for auroral particles, but is
commonly accepted for solar energetic protons whose ener-
gies are of the order of MeV and higher. In our application
of this approach for the comparison in Figure 2, we follow
Jackman et al. [1980] but replace the simplified range-
energy relationship with more direct and accurate stopping-
power data published by National Institute of Standards
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Figure 1. Comparison of ionization rates using different methods: our coupled Monte Carlo and mul-
tistream model (in blue; dashed for primary ionization, dotted for secondary electron ionization, solid
for total ionization), our new parameterization (in green, total ionization), Galand et al. [1999] parame-
terization (in magenta, primary ionization), and Solomon [2001] (square for primary, plus for secondary,
dot for total). The panels show the results when incident protons have a Maxwellian distribution with a
characteristic energy: (a) E0= 4 keV, (b) E0= 8 keV, (c) E0= 20 keV, and (d) E0= 100 keV. Note that in
Figure 1d, there is no corresponding result from the Galand et al. [1999] parameterization as the energy
is outside of its applicable limit. The MSIS-90 atmosphere is specified using F10.7 = 289, hF10.7i = 209,
Ap = 15, latitude = 65ı, longitude = –160ı, and UT = 0. The background magnetic field line is vertical
to the ground.

and Technology [Berger et al., 2011]. Figure 2 shows a good
agreement between the MCMS model and range calculation
despite a slight difference (�11% at peak altitudes). Note
that the difference between the model results at high alti-
tudes is negligible where the ionization rate is more than
two orders of magnitude lower than the peak intensity. The
discrepancy at low altitudes can be explained by two rea-
sons. First, a constant mean energy loss of 35 eV is used
by the range calculation approach, which, as will be shown
below, is overestimated at Emono=1 MeV and thus leads to
an underestimation of the ionization. Second, angular scat-
tering becomes important at low energies when particles
penetrate deep into the atmosphere and lose most of the inci-
dent energy there. This scattering effect partly explains why
the sophisticated MCMS model predicts a slightly shorter
penetration depth and a higher peak ionization rate.

[15] Figure 3 presents the MCMS model-calculated mean
energy loss per ion pair production as a function of inci-
dent particle energy. The mean energy loss per ion pair

produced W is defined as the total energy influx at the top
divided by altitude-integrated ionization in the atmosphere
[e.g., Strickland et al., 1993]:

W =
R
1

0 E�(E) dER
1

0 qtot(z) dz
, (2)

where qtot is the total ionization rate (cm–3 s–1). W thus
serves as a good proxy of the particle ionizing efficiency;
that is, smaller W values indicate a higher level of the ion-
izing efficiency on average. Because of forward scattering
in inelastic collisions, which are dominant over elastic col-
lisions for high-energy projectiles [see Fang et al., 2004],
the energy outflux carried by backward scattered particles is
insignificant.

[16] In order to check the sensitivity of the results to the
background neutral density profile, we perform the calcula-
tions using 36 MSIS-90 model atmospheres by varying F10.7
(50, 100, 150, 200, 250, and 300) and Ap (5, 25, 50, 100,
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Figure 2. Comparison of ionization rates among the
MCMS model (in blue; dashed for primary ionization, dotted
for secondary electron ionization, solid for total ionization),
the new parameterization (in magenta), and a range calcu-
lation approach (dots). The results are given for monoener-
getic proton injection of Emono = 1 MeV.

150, and 200) indices. As seen in Figure 3, the W value is
essentially independent of the atmosphere. However, there
is a general increasing trend of W with an increase in proton
energy: from W = 21.98 eV at Emono = 100 eV to W = 32.76
eV at Emono = 1 MeV. That is, in general, lower-energy pre-
cipitating protons have a higher efficiency in ionizing the
atmosphere. An exception to this general upward trend of
W occurs at the low end of the energy range under consid-
eration. The W value slightly drops with increasing Emono
until a minimum of 21.36 eV is reached at 260 eV. How-
ever, care must be taken because this �3% difference in
W between Emono = 100 eV and 260 eV is much smaller
than the uncertainties in collision cross-section data used in
the numerical simulations. Figure 3 shows that the MCMS
model-calculated mean energy loss for Emono �1 MeV is
slightly smaller than 35 eV (with a percentage difference
of 6%), which explains the discrepancy we have seen in
Figure 2 with range calculation. Similarly, a note of caution
on cross sections is needed in interpreting this difference.
The lack of a full understanding of collision cross sections
may also account for the slight variation of W at around
Emono = 800 keV in Figure 3. However, the reasonable agree-
ment with range calculation as demonstrated in Figure 2,
which is based on laboratory measured energy loss and is
commonly accepted for very energetic particle precipitation,
shows that such uncertainties are not problematic.

[17] We continue the mean energy loss discussion in
Figure 4, where the W value is examined for precipitating
protons in a Maxwellian distribution. An initial observa-
tion from Figure 4 is the large divergence of published
model results. The maximum intermodel difference in W is
as high as 16 eV at E0 = 1 keV. The model divergence
decreases with increasing energy, reaches a minimum of 3
eV at E0 = 10 keV, and then slightly increases again. As
noticed by Galand et al. [1999], the relatively high W val-
ues from Strickland et al. [1993] at low energies is mainly
due to an inappropriately set low-energy cutoff in calcula-
tions. Decker et al. [1996] found that the high W values

from Kozelov and Ivanov [1994] could be explained by
larger low-energy excitation cross sections in their calcula-
tions. In addition, after taking secondary electron ionization
into account, the Decker et al. [1996] results would have
been lowered. Therefore, if omitting the apparent deviation
at low energies from Strickland et al. [1993] and Kozelov
and Ivanov [1994], we can see that the models actually
have a reasonably good agreement, with a <3 eV inter-
model difference (which, to a large degree, is due to different
cross-section selections).

[18] We have seen in Figure 1 the contribution of sec-
ondary electrons to total ionization yield and the variation
with incident proton energy. In Figure 5, a quantitative anal-
ysis is provided. It is seen in Figure 5a that secondary
ionization is reasonably negligible for a typical proton aurora
(for example, Emono � 10 keV), consistent with previous
studies [Strickland et al., 1993; Basu et al., 2001]. How-
ever, for precipitation consisting of more energetic ring
current protons and solar energetic protons, secondary elec-
trons contribute to the ionization at a significant or even
comparable level, and thus must be included.

[19] It is of interest to notice that the secondary-to-
primary ratio is smaller when we examine it for peak
ionization in comparison with altitude-integrated ionization:
varying from �24% smaller at Emono = 1 keV to �44%
smaller at Emono = 100 keV. This can be roughly explained as
follows. First, ionization falls off rapidly below the peak, and
a bigger part of altitude-integrated ionization comes from
the high-altitude region above the peak. This means that
the average energy of particles (for both primary H+/H and
secondary e–) in ionizing collisions is generally greater for
altitude-integrated ionization than that for peak ionization.
Second, as seen in Figure 3, protons with a lower energy
have a smaller W value and thus a higher ionizing effi-
ciency, which is understandable considering the increased
efficiency of charge exchange-induced ionization at low
energies (see Basu et al. [1987] for the comparison of colli-
sional cross sections). In contrast, lower-energetic electrons
have a lower ionizing efficiency [e.g., Fang et al., 2008;
Simon Wedlund et al., 2011]. Combining these two reasons

Figure 3. Mean energy loss per ion pair production for
monoenergetic proton precipitation. Open circles indicate
mean values when the background atmosphere varies (see
text), and error bars represent one standard deviation.

5373



FANG ET AL.: PROTON IMPACT IONIZATION

Figure 4. Mean energy loss per ion pair production for
Maxwellian proton precipitation. All of the results for com-
parison here have considered secondary electron ionization,
except for Decker et al. [1996]. Note that the Galand et al.,
[1999] parameterization itself did not include secondary
electron ionization. Their results shown here were obtained
by applying a simplistic estimate of Lilensten and Galand
[1998] to approximate the secondary effect.

offers a coherent view of how the secondary-to-primary
ratio differs when comparing altitude-integrated ionization
and peak ionization. Similarly, the different dependence of
the ionizing efficiency on energy between protons and elec-
trons can help understand why secondary electron ionization
peaks at a slightly higher location than primary ionization,
as seen in Figure 5b. Finally, Figure 5c shows that higher-
energetic precipitating protons lead to a deeper penetration
in general. Because less energetic incident particles stop at
a higher altitude where the atmosphere is more sensitive to
solar/geomagnetic activities, the peak ionization location is
more variable with the background atmospheric conditions
at lower energies, as shown in Figure 5c.

3. Parameterization of Monoenergetic Proton
Impact Ionization
3.1. Parameterization Scheme

[20] The coupled Monte Carlo and multistream model
provides a rigorous approach for calculating primary and
secondary ionization rates from proton precipitation. How-
ever, it is not suitable for a direct practical application due to
its high requirement on computational effort. In particular,
the Monte Carlo technique costs a large amount of CPU time
by tracing transport and collisions of a large number of test
particles, and thus cannot satisfy the need of fast calculation
in large-scale simulations. A quick calculation method (or
parameterization) based on the results from the sophisticated
coupled model represents an optimal solution: it avoids an
unreasonable amount of computing effort while keeping the
numerical results as accurate as possible.

[21] To derive the parameterization of proton impact total
ionization (primary plus secondary), we follow the robust
yet flexible algorithm that was recently developed for elec-
tron precipitation by Fang et al. [2008, 2010]. There are

basically three steps in this scheme. First, the resulting
ionization altitude profiles under various atmospheric condi-
tions over a wide precipitating energy range are calculated
using the MCMS model. Second, these physical results
are reorganized using two normalized quantities: normal-
ized energy dissipation rates (to replace ionization rates)
and normalized atmospheric column masses (to replace alti-
tude). The purpose of this reorganization is to ensure that
the vertical variation of the results follows the same form
for any given precipitating energy, no matter what back-
ground atmospheres are applied. Third, a 2-D curve fitting
is then performed to derive empirical formulae. Below, we
will describe these steps in more detail.

[22] In the first step, the MCMS model has been run for
50 precipitating proton monoenergies, which are uniformly
scattered on a logarithmic scale from 100 eV to 1 MeV. For
each of the incident energies, the background atmosphere
varies by changing the F10.7 and Ap indices in the MSIS-90
model. F10.7 varies from 50 to 300 by a step of 50 to reflect
different solar activities, and Ap varies among 5, 25, 50, 100,
150, and 200 to reflect various geomagnetic activities. That
is, extensive calculations have been made for a total of 1800
cases: 50 energies by 36 atmospheres.

[23] In the next step, we define two normalized quantities
for monoenergetic proton precipitation. One is normalized

Figure 5. Shown here are (a) ratios of altitude-integrated
secondary electron ionization rates to primary ionization
(black) and ratios of peak secondary ionization rates to
peak primary ionization (blue), (b) difference of peak
ionization altitudes between secondary and primary ion-
ization, and (c) peak altitudes of total ionization. The
results are given for monoenergetic proton precipitation.
Open circles and error bars have the same meaning as in
Figure 3.
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Figure 6. Results in terms of normalized energy dissi-
pation and normalized atmospheric column mass for five
representative incident proton energies: Emono = 0.1, 1, 10,
100, and 1000 keV. The plus symbols show the results
obtained from the MCMS model, and the gray curves are
from the new parameterization.

energy dissipation (f ):

f = qtot(z)/
�

Qmono

��

1
H(z)

�
, (3)

where qtot is the sum of primary ionization and secondary
electron ionization (cm–3 s–1), Qmono is the incident H+

energy flux (keV cm–2 s–1), �� is a constant of 0.035 keV,
and H(z) is the atmospheric scale height (cm) given by

H(z) =
kT(z)

m(z)g(z)
, (4)

where k is the Boltzmann constant, T is the atmospheric
temperature, m is the average molecular weight, and g is
the acceleration of gravity. It is worth noting that a con-
stant “mean energy loss” (��) is applied here solely for
empirically deriving a parameterization. In our calculations
with the coupled model, to which we fit the parameteriza-
tion, the actual mean energy loss results (W) as shown in
Figure 3 are the model output, not input. Thus, there is no
conflict between the energy-dependent W obtained from the
coupled model and the constant �� empirically used in the
parameterization.

[24] The other quantity introduced for the parameteriza-
tion is normalized atmospheric column mass (y), which is
defined as

y =
7.5

Emono

�
�(z)H(z)

10–4

�0.9

, (5)

where Emono is incident proton energy (keV), and � is mass
density of the atmosphere (g cm–3).

[25] Figure 6 shows an example result of the MCMS
model after data reorganization. The strong sensitivity with
respect to the background atmospheric profile, which is par-
ticularly prominent for low-energy proton precipitation and
has been clearly illustrated in Figure 5, is removed. This is
exactly what we need before a data fit is performed. The suc-
cessful removal of the atmospheric sensitivity also justifies

the definitions of the two normalized quantities. The f-y rela-
tionship as shown in Figure 6 describes how much energy
is lost locally when the projectile passes through a given
mass of the atmosphere, which is also the basic idea of range
calculation. It should be pointed out that although our param-
eterization is based on the physics-based MCMS model and
the normalized quantities have clear physical meaning, the
f and y definitions in equations (3) and (5) are empirically
determined.

[26] In the final step of parameterization, we will use the
reorganized model results to construct the dependence of
f on y and Emono. We assume a nonlinear form for their
relationship, given by

f ( y, Emono) = C1yC2 exp(–C3yC4 )
+ C5yC6 exp(–C7yC8 )
+ C9yC10 exp(–C11yC12 ). (6)

Each parameter Ci (i = 1,...,12) is energy dependent and is
given by

Ci(Emono) = exp

0
@ 3X

j=0

Pij(ln(Emono))j

1
A . (7)

That is, a third-order polynomial is assumed on a logarithmic
scale (ln(Ci) versus ln(Emono)), where ln denotes the natural
logarithm. Finally, the problem amounts to figuring out the
values of 48 Pij coefficients (i = 1,...,12; j = 0,...,3) in the
above f(y, Emono) function. To solve this problem, a least chi-
square technique is used to fit the 2-D dependence to the
data. The best fit results are presented in Table 1.

3.2. Verification
[27] The f-y relationship obtained from the new param-

eterization is examined in Figure 6 for five representative
incident energies spanning 4 orders of magnitude. The
results are in excellent agreement, in general, with those
computed directly from the MCMS model. It is worth not-
ing that the deviation at the two ends of the profiles does not
cause any appreciable errors on the altitude-integrated ion-
ization rates, since it takes place at weak ionization regions
far from the peak altitudes.

[28] The comparison continues in Figures 2 and 7, where
the ionization rate altitude profiles from the MCMS model
and the new parameterization are compared with each other
in different atmospheres. It is seen that the ionization dis-
tributions are well reproduced by the new parameterization,

Table 1. Parameterization Coefficients Pij in Equation (7)

Pij j = 0 j = 1 j = 2 j = 3

i = 1 2.55050E+0 2.69476E–1 –2.58425E–1 4.43190E–2
i = 2 6.39287E–1 –1.85817E–1 –3.15636E–2 1.01370E–2
i = 3 1.63996E+0 2.43580E–1 4.29873E–2 3.77803E–2
i = 4 –2.13479E–1 1.42464E–1 1.55840E–2 1.97407E–3
i = 5 –1.65764E–1 3.39654E–1 –9.87971E–3 4.02411E–3
i = 6 –3.59358E–2 2.50330E–2 –3.29365E–2 5.08057E–3
i = 7 –6.26528E–1 1.46865E+0 2.51853E–1 –4.57132E–2
i = 8 1.01384E+0 5.94301E–2 –3.27839E–2 3.42688E–3
i = 9 –1.29454E–6 –1.43623E–1 2.82583E–1 8.29809E–2
i = 10 –1.18622E–1 1.79191E–1 6.49171E–2 –3.99715E–3
i = 11 2.94890E+0 –5.75821E–1 2.48563E–2 8.31078E–2
i = 12 –1.89515E–1 3.53452E–2 7.77964E–2 –4.06034E–3
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Figure 7. Total ionization rate altitude profiles from pre-
cipitating protons with an energy of Emono = 0.1, 1, 10, 100,
1000 keV. Comparison is made between the results from the
MCMS model (solid curves with dots) and the new param-
eterization (blue dashed). The two panels present the results
in different MSIS-90 atmospheres specified using (a) Ap=5,
F10.7 = 50 and (b) Ap = 200, F10.7 = 300, respectively.

regardless of how distinct the background atmospheres are.
Like what has been seen in Figure 6, noticeable deviation
only occurs at low and high altitudes, where ionization is at
least one and usually two or more orders of magnitude lower
than peak intensities. That is, the corresponding errors are
not considered significant.

[29] In addition to the comparison in the example cases,
a systematic error analysis is conducted to test the validity
of the new parameterization for more incident energies and
under more atmospheric conditions. The test is performed
for 50 incident proton energies ranging from 100 eV to 1
MeV, and under 36 atmospheric conditions that are associ-
ated with low to high solar/geomagnetic activities (same as
those used for deriving the parameterization in section 3.1).
Figure 8 presents the error analysis results on three aspects:
altitude-integrated ionization in the atmosphere, peak ion-
ization, and peak altitude. It is seen that a high level of
agreement is achieved in all of these: less than˙3% errors in
integrated ionization, less than˙4% in peak ionization rates,
and less than ˙2 km in peak ionization altitudes (except for
low incident energies of Emono < 200 eV where the deviation
may be up to 4 km). For lower-energy proton precipita-

tion, the error bars are larger because ionizing collisions
occur at higher altitudes (see Figure 5) where the atmosphere
varies more significantly with solar/geomagnetic activity
level [Hedin, 1991].

3.3. Application
[30] With the new parameterization, we have a fast esti-

mate of proton impact ionization rates along the particle
penetration depth. While computational effort is consider-
ably saved by applying the parameterization, accuracy is
not compromised and is comparable to that of the sophisti-
cated MCMS model. In order to apply the rapid method for
precipitating protons with arbitrary energy spectra �(E), the
following steps are taken.

[31] First, the incident spectrum is uniformly divided into
a sufficiently large number of energy bins on a logarith-
mic scale (say N), within which particles can be regarded
monoenergetic. Within each bin k (k = 1,...,N), the energy
influx is reasonably approximated to be Ek�(Ek)�Ek. Sec-
ond, the normalized column mass at a given altitude z for
incident Ek, say y(z, Ek), is calculated following equations (4)
and (5). Third, the normalized energy dissipation f(y, Ek) is
obtained using equations (6) and (7) and Table 1. Finally, the
total ionization rate at z is obtained

qtot(z) =
1

��H(z)

NX
k=1

Ek�(Ek)�Ek f( y, Ek). (8)

[32] An example of applying the new parameterization to
Maxwellian proton distributions is shown in Figure 1, where
excellent agreement with the MCMS model is demonstrated.

Figure 8. Comparison of (a) altitude-integrated total ion-
ization, (b) peak ionization, and (c) peak altitudes between
the new parameterization and the MCMS model. Open cir-
cles indicate the mean of the differences in a set of 36
MSIS-90 atmospheres. Error bars represent one standard
deviation from the mean.
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To better understand this agreement, we notice two chal-
lenges involved in the calculations. First, the background
atmosphere in Figure 1 is specified using a different set of
F10.7 and Ap than the 36 atmospheres we used in parame-
terization derivation. Second, as illustrated in equation (8),
ionization with altitude would have been erroneous if the
contribution from each incident monoenergetic component
was not correctly reproduced from our parameterization.
The satisfactory comparison shown in Figure 1, together
with Figure 8, indicates that our parameterization method
is sufficiently robust to wide variations in precipitating
energies and atmospheric conditions.

4. Discussion and Summary
[33] We have coupled a Monte Carlo proton/hydrogen

transport model and a multistream electron transport model
to calculate primary ionization and secondary electron ion-
ization, respectively, from precipitating energetic protons in
the Earth’s upper atmosphere. It is found that secondary
electron ionization may be negligible for low-energy pro-
ton precipitation (Emono �10 keV), but becomes significant
or even comparable to primary proton/hydrogen ionization
at higher incident energies, confirming earlier results [e.g.,
Lilensten and Galand, 1998]. The mean energy loss per ion
pair production is calculated, which increases nearly mono-
tonically from W = 22 eV at Emono = 100 eV to 33 eV
at Emono = 1 MeV. It is hard to explain the difference at
Emono = 1 MeV with the widely used W = 35 eV by range
calculation. The small percentage difference of �6% may
either be attributed to oversimplification by range calcula-
tion or be due to cross-section incompleteness in our model,
or both. In this study, the mean energy loss for Maxwellian
proton precipitation is also calculated and in line with the
previous results from Monte Carlo models [Kozelov and
Ivanov, 1994; Decker et al., [1996] and linear transport theo-
retic models [Strickland et al., 1993; Galand et al., 1999], in
spite of explainable differences due to model treatments and
cross-section selections. It shows that the mean energy loss
per ion pair production W provides a valuable way to test the
accuracy and completeness of cross-section databases [e.g.,
Simon Wedlund et al., 2011].

[34] As more emphasis is placed on understanding the
interplay among Earth’s space components from a system
viewpoint, a fast and accurate calculation method for ion
impact effects is increasingly needed for large-scale compu-
tations. To accommodate this need, we have derived a fast
calculation method of proton impact total ionization rates
in the Earth’s upper atmosphere, which is applicable to a
wide energy range of monoenergetic particle precipitation
from 100 eV to 1 MeV. The advantage of the monoener-
getic parameterization is that it is applicable to any incident
spectra over a wide range, no matter what form the energy
distribution takes. It can be a Maxwellian distribution, a �
distribution, a power law distribution, or of any shape. In
order to have ionization results for individual atmospheric
species, cross section-based branching ratios may be applied
[e.g., Galand et al., 1999]. Deriving separate parameter-
izations for individual ion production rates is subject for
future research.

[35] Because the new parameterization is designed for
monoenergetic proton precipitation with energy between

100 eV and 1 MeV, caution is needed when applying the
decomposition and then integration algorithm described in
section 3.3 to an incident spectrum theoretically spanning in
energy from 0 to1, such as Maxwellian and � distributions.
In order to have a proper application for these cases, one has
to ensure that the energy influx over 100 eV to 1 MeV has a
good coverage of the total input. In other words, the ratio as
given below should be close to 1.

r =
R 1000 keV

0.1 keV E�(E)dER
1

0 E�(E)dE
. (9)

Selecting r = 0.99 (i.e., 1% error in representing the topside
particle energy input), our parameterization can be applied
to calculate ionization from an incident characteristic energy
range of E0 from 0.23 keV to 119 keV in a Maxwellian dis-
tribution (see equation (1)). If the requirement is lessened to
r = 0.95, the applicable E0 range becomes 0.122–159 keV.
Likewise, for a � distribution,

��(E) =
Q0

2E3
0

(� – 1)(� – 2)
�2 E

�
1 +

E
�E0

�–�–1

, (10)

� = 5 corresponds to an applicable E0 range of 0.169–23.6
keV (for r = 0.99) or 0.086–46.7 keV (for r = 0.95).
Note that the average energy of a � distribution is hEi =
2�E0/(� – 2).

[36] It has been demonstrated that the empirical formulae
presented in this paper not only are computational efficient
but also generate results as accurate as those directly from
the sophisticated coupled model. A systematic error anal-
ysis for 50 incident monoenergies and under 36 MSIS-90
atmospheres shows an excellent agreement with the coupled
model. The relative errors in the estimates of altitude-
integrated ionization and peak ionization are less than ˙3%
and ˙4%, respectively. The displacement in the estimated
ionization peak altitudes is less than ˙4 km and in most
cases less than ˙2 km. This shows that our parameteriza-
tion, derived from the physics-based model, is robust and
can be used for exploring proton impact effects as well as
feedbacks in large community models.

[37] Acknowledgments. The work was supported by NASA grant
NNX09AI04G.
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this paper.
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